AML 612 Spring 2019 Homework #6


Submit all files to smtowers@asu.edu.  
Due Monday, April 1st, 2019 at noon.

Please submit with name format hwk6_<first name>_<initial of last name>  Please provide your R file, and a Word file that gives the output to your R screen, plots, and R code and latex and bibtex files for the group proect documents.

All code must not use tabs, and must conform to good coding practices, as described in http://sherrytowers.com/2012/12/14/good-programming-practices-in-any-language/ and all plots must conform to good plotting practices, as described in http://sherrytowers.com/2013/01/04/good-practices-in-producing-plots/

Question 1 (group)

By now you have the beginnings of your project write-up with the Introduction and the Methods and Materials sections written, and part of the Abstract.

In this assignment, you will fit the parameters of your model to your data using the goodness-of-fit statistic most appropriate to the stochasticity in your data, and the graphical Monte Carlo Method.  Use an iterative process to determine the optimal ranges over which to sample the parameters, ensuring that the best-fit value is more or less centered in that range.

After determining the optimal ranges, perform sufficient iterations of the Monte Carlo parameter sampling procedure to ensure well-populated plots of the negative log likelihood versus the parameter hypotheses.  Use the fmin+1/2 method to determine the one standard deviation uncertainties on your parameter estimates, and then use the fmin+1.96^2/2 method to determine the 95% confidence intervals. 

[bookmark: _GoBack]Add these results to the text of your write-up in the Results section, and also add a properly labelled and properly captioned plot of the negative log likelihood versus your sampled parameters, with overlaid horizontal arrows showing the range of the one standard deviation and 95% confidence intervals.  Reference the plot and state the results for the parameter estimates within the text of the paper.







Question 2 (individual)

Back in Homework #3, we did a preliminary analysis where we did a Least Squares fit to internet search data for diet recipes.  Back then, you did not know how to estimate parameter uncertainties, but you now have that ability. In this homework, we are going to re-visit that data, and up our game.  What you do in this homework will form the basis of the analysis in our class publication.

To remind you of what the Google trends data looked like, here is an example (in this case, the Paleo recipe data):

[image: ]

Notice that there is a long-term trend, but that each January the number of dieters jumps up and then decays away back to the long term trend with behaviour that looks suspiciously exponential.  There also appears to be a potentially significant dip in dieters every December, and possibly each November too… corresponding to the six-week holiday season in the US.

[image: Image result for holiday overeating meme]
In this homework, we’ll be addressing several issues:

Estimating parameter uncertainties: We will again do a Least Squares fit to the Google trends data, but after all of our Monte Carlo iterations, we will now transform the Least Squares statistic to the Normal negative log-likelihood statistic so that we can use the fmin+1/2 method to estimate the parameter uncertainties.

Strategies to avoid over-fitting the data:  In Homework #3, we first estimated the long-term temporal trends by looking at the 12-month moving average.  We then took into account the effect of January dieters by fitting to all the data points with our baseline moving average times A*exp(-B*(month-1))+C.  However, the danger in that is what is known as “over-fitting”.  You don’t want to fit to the data that you calculated your long-term average with, because that long-term average is actually in itself essentially a fit to the data.  You are thus double-dipping on the fitting!  And this will bias your uncertainty estimates on the other parameters if you do it. 

Thus, to avoid any biases the early-in-the-year dieters might make to that assessment of the long-term trends, we are going to exclude the months January through April (and then after we do all of our fits, double-check to ensure that indeed the best-fit decay rate of the exponential was sufficiently high that nearly all of the January dieters have dropped out by the end of April… if it isn’t, we would have to exclude months further into the year to avoid biasing our baseline running average).  We are also going to exclude the months November and December from assessment of the long-term trends, because there seems to be a systematic dip on each of those months.

In addition, in this homework we are going to use what is known as a spline to get a smooth curve for our estimate of the long-term trends, rather than just using a 12-month moving average.  In Homework #3, we did a “retrospective” or “trailing” moving average, where we took the average over the period from -11 months to 0 months from each date… the problem with that a retrospective moving average is it is actually shifted from the true long-term trends in the data.  A spline is a better choice that avoids this problem.  

Most importantly, in this homework, we will do things properly, and only fit our model to the data that we didn’t use to calculate the long-term trends… in this case, we will only fit our exponential model to the data for January to April, and November and December.







a)  The updated Google trends diet search data can be found at 
https://www.dropbox.com/s/wl38vwxngl6e6qc/google_trends_diet_recipes_summary_mar_21_2019.csv?dl=0
Use this new file for this analysis, not the old one from February.

Write the R code to read in this file.  For the Weight Watchers data, create a new data vector, let’s call it vtemp, that is the Weight Watchers data with the data for the months of January, February, March, April, November, and December set to NA.

Read the R help file on the smooth.spline function.  A spline is a smooth piecewise fit of a cubic polynomial to data… it is very useful for interpolation of trends in the data. https://en.wikipedia.org/wiki/Spline_interpolation  Note that extrapolation is a different story… there are many, many pitfalls associated with extrapolating functional fits past the end points of the fitting region!
[image: Image result for spline extrapolation dangerous]


Here is an example snippet of R code that performs a spline fit to data where on the x axis is the data in a vector vdate, and on the y axis is the monthly search data vtemp (which was the vector where we set the data for months J, F, M, A, N, and D to NA):

k = which(!is.na(vtemp))
ndof = as.integer(length(vdate)/12)
myspline = smooth.spline(vdate[k],vtemp[k],df=ndof)
yspline = predict(myspline,vdate)$y
plot(vdate,vtemp,cex=2)
lines(vdate,yspline,col=2,lwd=4)

The df argument to the smooth.spline() method controls the degrees of freedom used in the spline interpolation… the higher the df, the more wiggly the spline, and the lower the df the less it will follow the up and down jumps in the data.  In our case, a spline with degrees of freedom equal to the number of years of data we have is likely a good choice.  But keep in mind this was a somewhat arbitrary selection… for a paper, it is a good idea to cross-check the final analysis results using a slightly different number of degrees of freedom to see if it makes much difference to the analysis conclusions.  This is known as a robustness cross-check.

With the help of the example code, reproduce the following plot, using a different colour scheme than I used here

[image: ]





b) Write the R code to do a Least Squares fit on the R Studio Agave cluster, to the Weight Watchers data using the graphical Monte Carlo method.  The model to be fit is

ypred = yspline*(A*exp(-B*(month-1)) + D*I12+ E*I11 + 1)

where I12 is 1 if month=12 (ie: December), and is zero otherwise, and
where I11 is 1 if month=11 (ie: November), and is zero otherwise.

Because extrapolation of a spline is much less trustworthy than interpolation, select data from July 2004 to June 2018.

This model will only be fit to the data for months January, February, March, April, December and November.  Do not calculate the Least Squares including any other months!  Fit for the parameters A, B, D, and E.  


Notes:

1. Use the ASU R Studio Agave resources, with 100 runs. Perform 10,000 Monte Carlo iterations per CPU run, sampling values of A, B, D, and E in appropriate ranges (hint: see the plots below).  To the data frame output by your function that you will submit to R Studio Agave, write out your hypotheses of A, B, D, and E, along with your Least Squares statistic for each set of hypotheses.  Just before outputting the data frame at the end of the function, calculate the Normal negative log likelihood from your Least Squares statistic (see http://sherrytowers.com/2014/09/23/estimating-parameter-confidence-intervals-when-using-the-parameter-sweep-optimization-method/), and to control the size of output file subset that data frame only selecting rows that have negloglike<=(min(negloglike)+9/2).

2. Merge the files using the http://www.sherrytowers.com/merge_results.R script

3. Once you have the files merged, re-calculate the Normal negative log-likelihood statistic, this time using the minimum value of the Least Squares from the 100 runs.  Use this value of the Normal negloglike for estimating the parameter values and their uncertainties.

4. Download the merged file to your laptop, and write the code to calculate the parameter estimates and uncertainties, and reproduce the plot below.

5. Note that the uncertainty estimates are derived from half the range of the points lying below fmin+1/2.

6. The minimum value of the negative log-likelihood should be a good approximation to what you see below.  If it isn’t, you have not correctly calculated the Normal negative log-likelihood (either you transformed the Least Squares incorrectly, or you did not ensure that you only included the data for January, February, March, April, November and December in the calculation of the Least Squares statistic).

7. In Homework #3 you plotted the ratio of the time series to its long-term trend.  In this homework I want you to plot the time series itself (not the ratio) with the best-fit model overlaid.  It gives the best visual for how well the model fits the data.  Even though you only fit the model to JFMAN&D data, show the data for all months, with the extrapolated model calculated for all months overlaid.

[image: ]












c) Modify your fitting code to re-create the following plots, using a different colour scheme than what I used here.  Note that the date range used for the paleo data is from 2010.5 to 2018.5, and the data range used for the south beach data is 2005.5 to 2014.5 to narrow in on the temporal periods where those searches were most prevalent.  Also note that you will need to adjust the sampling ranges in the fitting code for each type of search.
Note that for this homework I have added a new set of Google search time series: people searching for the keywords “diet recipes”.  These represent general dieters, not necessarily on any particular diet.  I also dropped keto because the time series simply wasn’t long enough.

[image: ]

[image: ]
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[image: ]

[image: ]




d) Based on the results of the fits, reproduce the following plot (using a different colour scheme) indicating the mean and one standard deviation uncertainty on the estimates of the January dieter dropout rates. Based on this visualization of the results, does any one diet appear to have a significantly higher (or lower) dropout rate, especially compared to the patterns seen for people searching for the general term “diet recipes” (the last data point)?


[image: ]



e) based on your results, reproduce the following plot (derived from the D parameter in your fit), showing the percentage of dieters who stop dieting in December.  Do any diets appear to stand out for having a high, or low percentage, especially compared to the patterns seen for people searching for the general term “diet recipes” (the last data point)?

[image: ]
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